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Abstract

It is necessary to understand the nature of spatial territorial socio-economic objects in order for them to 
have an effective influence on the implementation of measures intended to increase the living standards of 
the population that resides there. To achieve this, they must be correctly identified amongst a general set of 

objects. In this regard, the purpose of this work is to develop a tool for territorial clustering. Science is one 
of the engines of socio-economic progress through which innovations are implemented. Hence, we test the 
clustering of territorial objects (regions of Russia) in relation to statistical financial cost data for science in 
terms of their relationship with wages and incomes of the population, the GRP (Gross Regional Product) and 
innovation activity. The main tool used for cluster analysis is the perceptron mathematical model, the features 
of which we describe in detail in this work. It follows from its characteristic features that it divides a studied 
population in a manner that allows for the possibility to simulate the increasing or decreasing dynamics of one 
quantity’s dependence on another. The study develops a universal algorithm for the purpose of territorial clus-
ter analysis, which is proven in the construction of the final models of dependence (paired linear regression) of 
the indicators identified in the work, whose coefficient of determination is primarily 0.8. In our conclusion, we 
indicate possible options for the further development of this study, both with respect to the technical aspects 
of refining and improving the algorithm as well as within the framework of a more detailed analysis of the 
identified regression patterns using the example of statistical data of Russian reality in relation to science and 
the level of life quality. 
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Аннотация

Понимание природы пространственных территориальных социально-экономических объектов не-
обходимо для эффективного воздействия внутри них для реализации мер по увеличению каче-
ства жизни населения, которое там проживает. Для этого среди общей совокупности объектов их 

необходимо правильно идентифицировать. В этой связи цель данной работы заключается в разработке 
инструментария кластеризации территорий. Одним из двигателей социально-экономического прогрес-
са выступает наука, посредством которой воплощаются в жизнь инновации. На основании этого класте-
ризация территориальных объектов (регионов России) будет апробирована на статистических данных 
финансовых затрат на науку в их взаимосвязи с оплатой труда и доходами населения, ВРП, и иннова-
ционной активностью. Основным инструментом кластерного анализа определена математическая мо-
дель персептрона, особенности которой детально описаны в работе. Из ее характерных черт следует 
выделить то, что она делит исследуемую совокупность таким образом, что сохраняется возможность 
моделирования возрастающей или снижающейся динамики зависимости одной величины от другой. 
Итоговым результатом исследования стала разработка универсального алгоритма кластерного анализа 
территорий, который подтвердил себя при построении конечных моделей зависимости (парная линей-
ная регрессия) обозначенных в работе показателей, коэффициент детерминации которых у большин-
ства равен 0.8. В заключении обозначены возможные варианты дальнейшего развития исследования 
как в направлении технических аспектов доработки и совершенствования алгоритма, так и в рамках бо-
лее детального анализа по выявленным регрессионным закономерностям на примере статистических 
данных российской действительности в отношении науки у уровня качества жизни. 

Ключевые слова: кластеризация, персептрон, пространственная экономика, моделирование 
экономических процессов, эконометрический анализ, наука и инновации.
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Introduction

Advances in science and technology are the driving forces of economic and social development, 
affecting economic growth, product quality, population living standards and so on. This fundamental 
idea has been studied in detail in the works of the Austro-American economist Schumpeter (1980). The 
existence of such patterns is described in detail in the work of Stepanova and Lesnikova ‘The Role of 
Innovations in the Modern Development of Russian Society’ (2017) and in the article by Lugovaya 
‘Innovations as the Basis for the Modernization of Modern Society’ (2012). Funding for research and 
development (R&D) plays an important role in the process of creating innovations. In 2018, the share of 
R&D funding costs in the gross domestic product (GDP) in the  Organisation for Economic Co-opera-
tion and Development (OECD) countries was 4.5% (including Sweden: 3.3%, Austria: 3.2%, Germany: 
3.1%, the UK: 1.7%, Japan: 3.3%, Korea: 4.5%, China: 2.1%). However, in Russia, the volume of R&D 
costs remains at an extremely low level. In the 2015–2017 period this indicator was 1.1%, decreasing 
to 0.98% in 2018, which is comparable to the indicators for South Africa, Brazil and Slovakia (about 
1.0% of GDP).1 One of the ways in which the problem of low R&D costs can be solved is through the 
creation of funds to support scientific, technical and innovation activities – an important aspect of which 
is the provision of financial support for R&D.

This study suggests that the creation of funds in order to support scientific, technical and inno-
vation activities can have a significant impact on the socio-economic development of a country. To do 
so, it is first necessary to determine the relationship between an indicator such as ‘R&D costs’ and other 
parameters that characterise a population’s living standard, a country’s economic development, etc. 
The formation of such mathematical models of relationships would not only allow us to achieve certain 
desired results via inertia but would also make it possible for us to create a system of measures for them 
so that they remain stable over an extended period.

When determining such relationships within seemingly identical territorial objects, a problem 
arises because similar processes and phenomena occur in these objects in different ways. Consequently, 
there is a need for the studied objects to correctly be correlated into groups within which it would be 
possible to apply classical and proven methods of data processing and analysis.2,3

Therefore, the purpose of this work is to develop a toolkit for clustering territories. Its approba-
tion is carried out on the data associated with the assessment of the impact of investments in science on 
the level of the population’s well-being, characterised through the prism of various statistical metrics. 
The need for cluster analysis of territories in this direction is due to the identification of their priority 
areas of scientific research for the implementation of local administrative measures. These measures, in 
turn, would more quickly enable faster growth in the population’s well-being in areas in which appro-
priate scientific directions are implemented and specific innovative projects are developed.

2. Literature review

First, we briefly describe what positions on the issue of assessing the impact of investments in 
science are indicated in modern scientific literature. A literature review reveals that there are different 
views amongst researchers regarding what indicators affect the R&D cost amounts and, conversely, 

1  Gross domestic spending on R&D, (n.d.). https://data.oecd.org/rd/gross-domestic-spending-on-r-d.htm
2  Ayvazyan, S.A., 2010. Methods of Econometrics: Textbook, Master. INFRA-M, Moscow
3  Marno, V., 2008. Guide to Modern Econometrics. Scientific Book, Moscow
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how R&D financing affects other parameters. The study of the scientific literature has shown that, in 
general, different authors do not identify indicators but factors that can somehow influence the R&D 
financing.

For example, according to Yegorenko et al. (2018), R&D financing consists of the following 
components: federal budget, commercial organisations, non-profit sector and international invest-
ment. At the same time, it is important to note that, according to these authors, commercial organ-
isations have a significant impact on the growth of R&D costs. According to OECD data, in most 
developed countries (China, the Republic of Korea, Japan, the United States, Germany, the United 
Kingdom, France, etc.), the share of the commercial sector in the country’s R&D costs exceeds 40%, 
while in Russia this indicator is at only 28.1%. In China, for example, the state contributes only a fifth 
of the total R&D investment, while the business sector directs more than 76% of the funding.4

According to Seidl da Fonseca and Pinheiro-Velos (2018), the R&D cost amount can be in-
fluenced by such factors as the availability of venture funds that are designed to help companies at 
different stages of development. In addition, the possibility of obtaining any tax benefits in the field 
of scientific, technical and innovation activities, as well as the availability of a favourable legislative 
environment, can be important parameters that affect R&D financing. According to a team of authors 
led by Seidl de Fonseca (2018), taxes can have a serious impact along with the risks that always ac-
company all innovative projects.

It is important to note that many authors (Rodina, 2014; Yurchenko, 2013; etc.) emphasise tax 
incentives and a favourable legislative environment as some of the factors affecting the growth of 
R&D costs. According to Pashintseva (2018), there is a relationship not only between such indicators 
as R&D costs, federal budget and availability of venture funds but also between R&D funding and 
the net profit of organisations.

In addition, as Zhukovskaya et al. (2021) emphasise, the increase in R&D costs does not result 
from an increase in funding, an increase in the interest of both the state and private investors in the 
renewal of equipment and technologies or the involvement of R&D results in commercial turnover 
but from indexation to the level of inflation. 

At the same time, when analysing the scientific literature, it is also found that there is a relation-
ship between R&D financing and the foreign policy situation (Maslova and Lalaeva, 2018).

Thus, it is important to note that a significant number of authors do not name specific indicators 
but only highlight the presence of factors that are somehow related to R&D costs. Nevertheless, the 
analysis of the scientific literature allows us to identify the parameters that characterise the depen-
dence on the amount of R&D funding, which include: federal budget, commercial and non-profit sec-
tors, international investment, foreign policy environment, taxes, availability of tax incentive tools, 
favourable legislative environment, availability of venture funds, risks, GDP, inflation and so on.

However, it is important to note here that it is difficult to carry out calculations in order to 
assess the relationship between changes in R&D costs and the other above-mentioned parameters 
because many authors do not discuss specific indicators, with the exception of GDP, inflation, inter-
national investment and federal budget. Factors such as commercial and non-commercial sectors do 
not provide a clear understanding of what indicators are being referred to by the authors. At the same 
time, factors such as foreign policy environment and tax incentive instruments are generally difficult 
to describe statistically, making it difficult to use these parameters. Hence, it is necessary to look for 
additional indicators in order to find the relationships between R&D costs and other parameters.

4  Gross domestic expenditure on R&D by sector of performance and source of funds, (n.d.). https://stats.oecd.org/Index.aspx?-
DataSetCode=GERD_SOF
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As mentioned above, we assume that the change in R&D costs is related to the parameters of 
socio-economic development. In this regard, based on the data of the Federal State Statistics Service, 
we propose to use wages, income of the population, GDP and innovation activity as the main indi-
cators that characterise the population’s standard of living as well as the economic and innovative 
development. Accordingly, it is necessary to analyse the dependence of these indicators on changes 
in the volume of R&D financing and vice versa.

The issue does not end here and rests on the fact that the dynamics of the above-mentioned 
indicators behave differently. This is due to the different spatial features of the studied territories. In 
a series of papers by Kudryavtseva and Skhvediani (2020a, 2020b), the authors discuss the relevance 
of finding solutions to such problems in detail. In the article ‘Econometric Analysis of the Industry 
Specialization of the Region: on the example of the Manufacturing Industry of Russia’ (Kudryavt-
seva and Skhvediani, 2020a), the author team proposes several tools for assessing regional specifics 
in accordance with the industrial production located on their territories. In the article ‘Studying Re-
gional Clusters with the Use of Data Processing Systems: The Case of the Biopharmaceutical Clus-
ter’ (Kudryavtseva and Skhvediani, 2020b), the authors managed to distinguish regions into separate 
groups in accordance with estimates of the ‘localisation’, ‘size’ and ‘focus’ of a biopharmaceutical 
cluster located in the territorial space of Russia.

The problems with assessing territorial objects, their development and functioning are also 
presented in a number of other Russian works. Thus, in Kozhevnikov’s (2019) ‘Spatial and territorial 
development of the European North of Russia: Trends and priorities of transformation’, the author 
identifies problems of regional management and highlights their features for the northern areas of 
the Russian Federation. In Alferyev’s (2018) talking points, the work of the autoregressive model is 
demonstrated on the basis of an example of the Republic of Belarus regions cooperation in science 
and technology. An article by Minakir (2017) covers developments on spatial and territorial topics in 
general, analysing the main achievements and developments in this area. The article by Fonotov and 
Bergal’ (2020) provides an overview of foreign developments in the implementation of the policies 
of individual territorial subjects of states and clusters formed on these states.

A number of foreign works are also devoted to the topic of territorial subject clustering and of 
the resulting administrative impact on them. Ketels’ (2017) ‘Cluster Mapping as a Tool for Develop-
ment’ demonstrates the structuring of territories in accordance with the clusters that are located on 
them and reflects the idea of their visual display in the form of interactive graphics. In the article by 
Falcioglu and Akgüngör (2008), the authors carry out a cluster analysis of regions using data from 
Turkey and testing it in accordance with the industrial production facilities located on its territory. 
In their work, Feser and Bergman (2000) justify the concept of grouping regions in accordance with 
the main industry clusters that appear at the state level. They also highlight key cluster patterns that 
may be inherent at the federal level.

The review of the above-mentioned works is expressed in a detailed understanding of how 
certain specific state industry clusters or industrial production mechanisms (as the main tools for 
creating a material product) function, which are implemented in the country under consideration. As 
a result, the approaches to the management of territories used in the reviewed works constitute an 
empirical approximation and are inherently unique, specific and difficult to adapt for other spatial 
subjects.

In terms of technical analysis, we use different variations of correlation analysis to determine 
whether there is a relationship between socio-economic metrics. The limitation of their application 
for most economic samples lies in the lack of data uniformity. Consequently, relationships, as such, 
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cannot be unambiguously detected but, with the appropriate grouping of objects included in the sam-
ple, it is possible to model stable patterns within each group.

The use of the perceptron model on the display area of the quantitative data, which, by its 
very nature, allows us to linearly divide the n-dimensional space into two components in accordance 
with the manifestation of the concentration of statistical estimates of interest in them, can represent 
a possible solution to this problem. A feature of this approach is that, unlike the classical versions 
of cluster analysis, it allows us to form groups by linearly dividing them and not around the point of 
accumulation of data, which in turn allows for a more correct display of the dynamics of the process.

The implementation of managed territorial object clustering is reflected in the implementa-
tion of ‘sustainable economic development’ concepts. The fundamental work of Uskova (2009), the 
‘Management of Sustainable Development of the Region’ monograph, touches on this topic. In it, 
she considers these things through the prism of Russian regions and their smaller structural units 
—municipalities. Another article, written by a team of authors under the leadership of Pozdnyakova 
(Pozdnyakova et al., 2017), also demonstrates the importance of the proper clustering of territories 
for the formation of stable signs of development and for the growth of economic processes and phe-
nomena within them. There is also an emphasis on the fact that the grouping of territories should be 
based on innovations, the importance of which we mentioned earlier in the ‘Introduction’ section 
of this article. Furthermore, a scientific work by Rentkova (2019) shows the importance of proper 
clustering of territorial objects (the manuscript focuses on cities, using the example of the Republic 
of Slovakia) in implementing the territories’ principles of sustainable economic development.

3. Materials and methods

The basic functional unit of artificial neural networks (ANNs) is a formation such as a per-
ceptron (a single-layer artificial neural network) (Shamin, 2019, n.d.). Its discovery occurred around 
1950s and is associated with Rosenblatt (1962), where a principal point that should be noted is its 
‘learning’ property, which seemed to be very promising at first. Subsequently, Minsky and Papert 
(1969) showed the limitations of this object (some of the simplest logical problems cannot be solved 
with it) in their works, which led to a decline of interest in this tool. Its schematic illustration is shown 
in Figure 1:

W

Sign(W, X)
y = {–1; 1}

x0 = 1

x1

x2

xn

Figure 1. Perceptron circuit (compiled by the authors)
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Here, i n= 0, ; n∈ is the set of inputs to the perceptron body; x X x x xi n|| , ,...,� � �0 1 is the value 
supplied to the i-th input; x0 1 1� � ||  is the dummy input, the value of which is –1 or 1; xi ∈ rep-
resents user inputs, the estimates of which can take values from a set of real (real) numbers; 
w W w w wi n|| , ,...,� � �0 1 – weight coefficients;
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Figure 2 Heaviside step function (compiled by the authors) 

Here, Sign�𝑡𝑡� is the activation function of iteration 𝑡𝑡;  Sign ,y W X is the output value of the 
perceptron, resulting from calculating the Heaviside step function (Figure 1) from the inner product; 
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In this case  1;1y  , i.e. the perceptron performs binary classification between vectors. If we 
do not want the classification to be binary, then Sign  does not apply. In this case, we do not determine 
the class but with what force the considered value belongs to a particular class. 

The key thing about the perceptron is that the values of vector W  can change as we work with it. 
This process is called learning in the discipline, i.e. we adjust the values of vector W in the way that we 
need (in accordance with the original data). 

Learning, in turn, is divided into two main directions: 1) supervised learning (the training set is 
labelled, i.e. the correct answer is given to the and 2) unsupervised learning. Supervised learning is a 
typical task statement for ANN. The initial data for it is presented in the following table (Table 1).  

Table 1 A priori data set for training a perceptron on labelled data (supervised learning), where m is 
the number of observations in the set (compiled by the authors) 

1
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3.1 Detailed perceptron learning algorithm 

First, let us set the initial values for vector W . For example, 0W 


. The values can also be selected 
at random. This affects the rate of convergence of the perceptron, provided it is present. Second, we 
repeat the procedure described below many times (the number of repetitions is selected experimentally): 
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How j is selected is an open question. There is an option to select it sequentially (if it was 
previously distributed in an arbitrary order) or stochastically. In accordance with the practice of 
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Figure 2. Heaviside step function (compiled by the authors)

Here, Sign t� �  is the activation function of iteration t; y W X� � �Sign , is the output value of the 
perceptron, resulting from calculating the Heaviside step function (Figure 1) from the inner product; 
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In this case y� �� �1 1; , i.e. the perceptron performs binary classification between vectors. If we 
do not want the classification to be binary, then Sign  does not apply. In this case, we do not determine 
the class but with what force the considered value belongs to a particular class.

The key thing about the perceptron is that the values of vector W can change as we work with 
it. This process is called learning in the discipline, i.e. we adjust the values of vector W in the way that 
we need (in accordance with the original data).

Learning, in turn, is divided into two main directions: 1) supervised learning (the training set 
is labelled, i.e. the correct answer is given to the and 2) unsupervised learning. Supervised learning is 
a typical task statement for ANN. The initial data for it is presented in the following table (Table 1). 

Table 1 A priori data set for training a perceptron on labelled data (supervised learning),  
where m is the number of observations in the set (compiled by the authors)

x1
1 x2

1 … xn
1 y1

x1
2 x2

2 … xn
2 y2

… … … … …

xm1 xm2 … xn
m ym
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3.1 Detailed perceptron learning algorithm
First, let us set the initial values for vector W. For example, W = 0



. The values can also be se-
lected at random. This affects the rate of convergence of the perceptron, provided it is present. Sec-
ond, we repeat the procedure described below many times (the number of repetitions is selected ex-
perimentally):

1) In accordance with j m= 1, ; (j is a certain number of our observation), we calculate d:

d W X
W X
W X

� � � �
� � � �

� � �
�
�
�

Sign
if

if
,

, , ,

, , .

1 0

1 0

How j is selected is an open question. There is an option to select it sequentially (if it was 
previously distributed in an arbitrary order) or stochastically. In accordance with the practice of its 
own implementation, the random sorting of objects that are divisible by the perceptron should be laid 
down in the form of a certain iteration. In this case, we randomly sort the trained set until it gives a 
certain specified result (e.g. splitting the population under study into an acceptable percentage).

2) If d ∙ y = –1, then the recognition is performed incorrectly and it is necessary to adjust the 
values of W:

w w y xi i i� � � �� , � � 0 .

α is a parameter that sets the rate of our learning, and is determined experimentally. Tradi-
tionally, it is positive and small. The smaller it is, the more accurately we learn, but longer and vice 
versa. If d ∙ y is still –1, then we continue to adjust the weights until we obtain the correct answer. We 
proceed to the next observation and repeat what we did in steps 1 and 2. The calculation according to 
the described algorithm is presented below (Table 2).

Thus, the perceptron model under the given conditions will have the following form:
Sign 0 15 3 7443 1. .�� �x .

x0 x1 y w0 w1 (W, X) d d ∙ y

1 0.6622 1 0 0 =w0 ∙ x0 + = w1 ∙ x1 =
= 0 ∙ 1 + 0.06622 = 0 1 1

1 74.9981 –1 0 0 0 1 –1

1 74.9981 –1 =w0 + α ∙ y ∙ x0 = w0 + α ∙ y  
= 0 + 0.05 ∙ (–1)= –0.06

=w0 + α ∙ y ∙ x1 = 
= 0 + 0.05 ∙ (–1) ∙ 74.9981 =
= 3.7499

–281.2860 –1 1

1 8.9736 –1 –0.0500 –3.7499 –33.7000 –1 1

1 0.0281 1 –0.0500 –3.7499 –0.1553 –1 –1

1 0.0281 1 0.0000 –3.7485 –0.1053 –1 –1

1 0.0281 1 0.0500 –3.7471 –0.0553 –1 –1

1 0.0281 1 0.1000 –3.7457 –0.0052 –1 –1

1 0.0281 1 0.1500 –3.7443 0.0448 1 1

Table 2 Algorithm for calculating weights for the perceptron model y from x (compiled by the authors), 
where X = {x0, x1}; x0 ={1, 1, 1, 1}; x1 ={0.6622, 74.998, 8.9736, 0.0281}; y = {1, –1, –1, 1}; α = 0.05
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In conclusion, we want to note two main properties of the perceptron: 1) linear division of the 
set into two classes and 2) generalisation, expressed in the fact that despite the possibility of incorrect 
data, its work will be reliable in general. It is also worth noting that the success of using an artificial 
neural network is ensured by a good learning set. The solution can be the generation of tests (e.g. 
in a branch of knowledge such as mechanics).

The above algorithm is largely iterative. It can set specific parameters that, due to the sim-
plicity of the pilot simulation, are indicated in the form of constants, taken in accordance with the 
recommendations of leading scientists in this field. They can also be made dynamic as part of the 
further development of the study or the initial values can be set in accordance with the actual, cur-
rent conditions of the problem under consideration.

In the case of the perceptron operation algorithm, the following rules can be set:
– we denoted the vector of weight W as 0



. However, if you choose any specific value, then 
the location of the hyperplane that divides the hyperspace into two parts will be closer to the desired 
one and, therefore, the learning process will be faster;

– in our case, the learning rate parameter α is taken at the level of 0.05, as a kind of positive 
practice in applied research related to the perceptron. At the same time, it is constant. However, it 
is still possible to make it dynamic and to either speed up or slow down the process of finding the 
acceptable weight. It can also be set separately for each variable included in the modelled structure;

– in accordance with the data included in the training set, the final model of the generated 
perceptron may be slightly different and divide the studied population without generalisation. In 
this regard, it is important to set more stringent modelling requirements or to carry out a procedure 
for mixing observations until the final result meets the specified conditions.

The things mentioned above are the ones primarily considered in two fundamental works: 
‘Principles of Neurodynamic’ (Rosenblatt, 1962) and ‘Perceptrons’ (Minsky and Papert, 1969). 
In the case of working out any complex specific nuances of these algorithms, their use should be 
carried out manually, modelling each of the possible aspects independently in a computer environ-
ment. However, in the case of reproducing experiments that have already been tested or are largely 
similar to them in terms of the conceptual part, ready-made tools are also suitable – for example, 
various Python libraries, such as Keras or TensorFlow. An even more narrowly focused option is 
the neural network toolkit of the Statistica software, maintained by Stata software.5 

3.2 Perceptron learning algorithm using Python tools
The implementation listing of the perceptron identified above, which divides the labelled 

training set into two classes (‘1’ or ‘–1’), is provided below (Figure 2).
The parameters w0, w1 and α are set by the researcher independently and can be selected 

under the conditions of the problem. The metric α for each weight can be unique and, for better 
convergence, is set in terms of acceleration rather than constant rate.

If the data under study is not previously labelled, then the implementation of the perceptron 
may look like this (Figure 3):

As in the first listing (Figure 2), the parameters w0, w1 and α can be set in accordance with the 
specifics of the data under study. In addition to this, you can apply further normalisation of quan-
titative estimates to reduce the impact of the response of numerical values supplied to the input of 
the algorithm during training on the modelling of weight coefficients.

5  Stata: Software for Statistics and Data Science. https://www.stata.com/
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Figure 2. Algorithm for the implementation of the perceptron on labelled data (output value ‘1’ or ‘–1’) 
(compiled by the authors)

Note: Parameters: w0, w1 are the weights of the variables; α is the parameter responsible for the rate of change of the simulated weights W. 
Variables: x0, x1 are the vectors of values supplied to the input.

Figure 3. Algorithm for the implementation of the perceptron (compiled by the authors)
Note: Parameters: w0, w1 are the weights of the variables; α is the parameter responsible for the rate of change of the simulated weights W. 
Variables: x0, x1 are the vectors of values supplied to the input.
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3.3 Perceptron clustering algorithm on unlabelled data
1. Based on the available data, we construct a model of paired linear regression (Seber, 1977) 

and calculate its coefficient of determination. In accordance with its ratio and the levels 
of the Cheddock scale (Koterov et al., 2019, p. 14), we set an acceptable level of model 
accuracy for us. For example, 0.7 for the Pearson correlation (in the work, when tested on 
empirical data, the critical level is set at 0.8), described in one of the scientific papers refer-
ring to Chaddock as characterising a ‘very good relationship’. At this level, the variance of 
one variable in relation to the other begins to exceed 50%. If this condition is satisfied, no 
clustering is required. If not, then go to step 2.

2. We sort the training sample randomly.
3. We train the perceptron according to the scheme shown in the listing figures (Figure 3).
4. In accordance with the obtained linear clustering model, we divide the sample population 

into two parts. In this case, the ratio of the two new aggregates must meet the following 
specified criteria:
1) The number of observations in one of the newly formed populations must be greater 

than or equal to the specified size of the original population (in our example, we set this 
parameter at the level of 20%);

Figure 4. Clustering algorithm (compiled by the authors)
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2) The number of observations in one of the newly formed populations must also be si-
multaneously greater than or equal to the specified size of the general population (in 
our example, we set this parameter at the level of 5%).

In case of non-compliance with one of the two above-mentioned criteria, we return to step 2.  
If the conditions are satisfied, we move on.

5. We check the newly formed groups for the possibility of further division in accordance 
with requirement 2) indicated in step 4. To do this, each of these groups must be divided in 
half. If the result from the division does not satisfy 2), then the clustering for the original 
group is completed and the final model of paired linear regression can be built on it through 
analogy with the one indicated at the first step of the algorithm. If the newly formed group 
can be divided, then check it for the condition R2. If the condition is satisfied, no further 

10 
 

… … … … 
400 Sakhalin region (2019) 21.34 84,872 

Note: Compiled by Regions of Russia. Socio-economic indicators. 2020: P32 Stat. sat., Moscow, 2020. https://rosstat.gov.ru/folder/210/
document/13204 
  

Figure 5 The ratio of the average monthly salary to the cost of R&D per 10 thousand people, 2015–
2019 (comparable prices according to the consumer price index)  
Note: Compiled by Regions of Russia. Socio-economic indicators. 2020: P32 Stat. sat., Moscow, 2020.
https://rosstat.gov.ru/folder/210/document/13204 

 
Similarly, as in Table 3 and Figure 5, we make comparisons for ‘R&D costs per 10 thousand 

people of the population’ with ‘average per capita income per month’, ‘GRP’ and ‘innovation activity’. 
We bring monetary indicators to a single point of reference in time through the consumer price index. 

 
4. Results 

Using perceptron clustering, we construct paired linear regression models, showing the linear 
response of investments and expenditures on science to one of the four indicators identified in the work 
for each of the groups formed. The visualisation of the performed calculations is presented below (Tables 
4–7 and Figures 6–9). 

 
Table 4 Detailed clustering procedure using the example of the statistical dependence of the average 
monthly salary on R&D costs (compiled by the authors) 

First iteration (one cluster) 
Number of observations Regression 𝑅𝑅�

400 � � �� �������� � ��������� 0.1996 
Perceptron: � � ��������� � ������� 

Second iteration (two clusters) 
1.1. First cluster 

Number of observations Regression 𝑅𝑅�
200 � � �� �������� � ��������� 0.3107 

Perceptron: � � ��������� � ��������
1.2. Second cluster 

0

10000

20000

30000

40000

50000

60000

70000

80000

90000

100000

0,00 50,00 100,00 150,00 200,00 250,00 300,00 350,00

Av
er
ag
e 
m
on

th
ly
 sa

la
ry
, r
ub

le
s

R&D costs per 10 thousand people, million rubles

Figure 5. The ratio of the average monthly salary to the cost of R&D per 10 thousand people, 2015–2019 
(comparable prices according to the consumer price index) 

Note: Compiled by Regions of Russia. Socio-economic indicators. 2020: P32 Stat. sat., Moscow, 2020. https://rosstat.gov.ru/fold-
er/210 /document/13204

Table 3 The ratio of the average monthly salary to the cost of R&D per 10 thousand people, 2015–2019 
(comparable prices according to the consumer price index) 

Code Region
R&D costs per 10 thousand people,

million rubles
Average monthly salary,

rubles
1 Belgorod region (2015) 14.38 29.544
2 Bryansk region (2015) 5.19 25.161
… … … …
400 Sakhalin region (2019) 21.34 84.872

Note: Compiled by Regions of Russia. Socio-economic indicators. 2020: P32 Stat. sat., Moscow, 2020. https://rosstat.gov.ru/
folder/ 210/ document/13204
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clustering is required. For this group, we build a model of paired linear regression in accor-
dance with the one indicated in the first step of the algorithm (in fact, it is a return to step 1). 
If the condition is not satisfied, then we skip the newly formed group in accordance with all 
the steps of the algorithm and so on, until we get groups that cannot be divided or until the 
data set that is contained in them does not correspond to the set determination coefficient.

For clarity, the developed scheme of the algorithm is presented in Figure 4 below.
The presented algorithm is a generalisation of the numerical methods indicated before it. It can 

be detailed in the ‘Data entry’ part and the ‘Regression’ part. The initial data for testing the methods 
indicated in the work are presented in Table 3 below and are fully reflected in Figure 5.

Similarly, as in Table 3 and Figure 5, we make comparisons for ‘R&D costs per 10 thousand 
people of the population’ with ‘average per capita income per month’, ‘GRP’ and ‘innovation ac-
tivity’. We bring monetary indicators to a single point of reference in time through the consumer  
price index.

4. Results

Using perceptron clustering, we construct paired linear regression models, showing the linear 
response of investments and expenditures on science to one of the four indicators identified in the 
work for each of the groups formed. The visualisation of the performed calculations is presented  
below (Tables 4–7 and Figures 6–9).

Table 4. Detailed clustering procedure using the example of the statistical dependence  
of the average monthly salary on R&D costs (compiled by the authors)

First iteration (one cluster)
Number of observations Regression R2

400 y = 32 177.8834+109.8512x 0.1996
Perceptron: y = 27 348.05+149.36x

Second iteration (two clusters)
1.1. First cluster

Number of observations Regression R2

200 y = 37 238.5282+173.9474x 0.3107
Perceptron: y = 30 267.15+193.607x
1.2. Second cluster

Number of observations Regression R2

200 y = 26 047.2989+87.7247x 0.6436
Perceptron: y = 23 988.9+246.5195x

Third iteration (four clusters)
1.1.1. First cluster

Number of observations Regression R2

122 y = 26 047.2989+87.7247x 0.5911
Perceptron: y = 41 336.8574+236,7216x
1.1.2. Second cluster

Number of observations Regression R2

78 y = 28 701.2019+160.4252x 0.9836
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Table 4 (continued)

1.2.1. Third cluster
Number of observations Regression R2

59 y = 25 477.1075+207.1883x 0.7051
Perceptron: y  =  20 642+1227.2615x
1.2.2. Fourth cluster

Number of observations Regression R2

141 y = 25 860.0886+88.8163x 0.6175
Perceptron:  y=11 826.8+387.581x

Fourth iteration (seven clusters)
1.1.1.1. First cluster

Number of observations Regression R2

30 y = 31 932.627+1506.5539x 0.8656
1.1.1.2. Third cluster

Number of observations Regression R2

92 y = 40 291.616+231.0619x 0.3834
Perceptron: y = 27 654.25+1 310.948x
1.2.1.1. Fourth cluster

Number of observations Regression R2

26 y = 24 352.1053+655.074x 0.4881
1.2.1.2. Fifth cluster

Number of observations Regression R2

33 y = 25 089.2624+230.0391x 0.8253
1.2.2.1. Sixth cluster

Number of observations Regression R2

96 y = 23 059.238+206.0468x 0.8536
1.2.2.2. Seventh cluster

Number of observations Regression R2

45 y = 27 790.1666+74.8948x 0.3573
Perceptron: y=11 826.8+387.581x

Fifth iteration (nine clusters)
1.1.1.2.1. Third cluster

Number of observations Regression R2

50 y = 23 930.1484+1176.487x 0.8633
1.1.1.2.2. Seventh cluster

Number of observations Regression R2

42 y = 27 790.1666+74.8948x 0.2525
Perceptron: y = 9 197.8+1 575.455x
1.2.2.2.1. Eighth cluster

Number of observations Regression R2

21 y = 23 590.6379+137.5564x 0.3128
1.2.2.2.2. Ninth cluster

Number of observations Regression R2

24 y = 27 576.31+75.5219x 0.1987
Sixth iteration (ten clusters)

1.1.1.2.2.1. Seventh cluster
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The main characteristics of the clusters formed with the ratio of wages and R&D costs, as well 
as their graphical visualisation, are presented in Table 4 and Figure 6 above. With less detail, the re-
sults of calculations regarding the relationship between R&D costs and per capita income, GRP and 
innovation activity are presented below (Tables 5–7 and Figures 7–9).

Figure 6 Clustering payroll with R&D costs (compiled by the authors)

Number of observations Regression R2

22 y = 9 187.076+1 370.7199x 0.948
1.1.1.2.2.2. Tenth cluster

Number of observations Regression R2

20 y = 40 194.7432+165.6774x 0.6153

Table 4 (finished)
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24 � � �� ������ � �������� 0.1987 
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Figure 6 Clustering payroll with R&D costs (compiled by the authors) 

 
The main characteristics of the clusters formed with the ratio of wages and R&D costs, as well as 

their graphical visualisation, are presented in Table 4 and Figure 6 above. With less detail, the results of 
calculations regarding the relationship between R&D costs and per capita income, GRP and innovation 
activity are presented below (Tables 5–7 and Figures 7–9). 

 
Table 5 The result of clustering on the example of the statistical dependence of average per capita 
income on R&D costs (compiled by the authors) 

First iteration (one cluster) 
1.Perceptron: � � �������� � �������� 

Second iteration (two clusters) 
1.1. Perceptron: � � �������� � ��������� 
1.2. Perceptron: � � �������� � ��������� 

Third iteration (four clusters) 
1.1.1. First cluster 

Number of observations Regression 𝑅𝑅�
123 � � �� �������� � ��������� 0.8352 

1.1.2. Second cluster 
Number of observations Regression 𝑅𝑅�

24 � � �������� � ������� 0.24 
1.2.1. Perceptron: � � �������� � ���������� 
1.2.2. Perceptron: � � ��������� � ��������� 

Fourth iteration (six clusters) 

Table 5. The result of clustering on the example of the statistical dependence of average  
per capita income on R&D costs (compiled by the authors)

First iteration (one cluster)
1. Perceptron: y = 22 014.6+391.243x

Second iteration (two clusters)
1.1. Perceptron: y = 19 570,6+636,3575x
1.2. Perceptron: y = 17 694.2+574.5665x

Third iteration (four clusters)
1.1.1. First cluster

Number of observations Regression R2

123 y = 23 965.7267+665.5832x 0.8352
1.1.2. Second cluster

Number of observations Regression R2
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24 y = –29.7756+0,0016x 0.24
1.2.1. Perceptron: y = 13 248.8+1492.3185x
1.2.2. Perceptron: y = 14 230.65+188.6715x

Fourth iteration (six clusters)
1.2.1.1. Third cluster

Number of observations Regression R2

22 y = 20 174.1019+1483.178x 0.4043
1.2.1.2. Fourth cluster

Number of observations Regression R2

22 y = 20 028.4187+470.0996x 0.7823
1.2.2.1. Perceptron: y = 14 323.85+769.799x
1.2.2.2. Fifth cluster

Number of observations Regression R2

35 y = 15 730.7867+120.8396x 0.5997
Fifth iteration (seven clusters)

1.2.2.1.1. Sixth cluster
Number of observations Regression R2

21 y = 15 869.667+715.4577x 0.956
1.2.2.1.2. Perceptron: y = 1 567.8+776.533x

Sixth iteration (eight clusters)
1.2.2.1.2.1. Seventh cluster

Number of observations Regression R2

83 y = 14 312.6826+505.4476x 0.805
1.2.2.1.2.2. Eighth cluster

Number of observations Regression R2

70 y = 21 042.7696+164.9877x 0.8656

Table 5 (continued)

Figure 7 Clustering of average per capita incomes with R&D costs (compiled by the authors)
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Figure 7 Clustering of average per capita incomes with R&D costs (compiled by the authors) 

 
Table 5 and Figure 7 show the results of the modelling cluster analysis of regions with the ratio of 

their average per capita income and R&D costs. The performed calculations can be considered successful 
because most of the obtained models of the growth of average per capita income on R&D expenditure 
dependence have a high coefficient of determination ( 2 0.8R  ). 
 
Table 6 The result of clustering on the example of the statistical dependence of GRP per 10 thousand 
people population on R&D costs (compiled by the authors) 

First iteration (one cluster) 
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Table 5 and Figure 7 show the results of the modelling cluster analysis of regions with the ratio 
of their average per capita income and R&D costs. The performed calculations can be considered 
successful because most of the obtained models of the growth of average per capita income on R&D 
expenditure dependence have a high coefficient of determination (R2 ≥ 0.8).

Table 6. The result of clustering on the example of the statistical dependence of GRP  
per 10 thousand people population on R&D costs (compiled by the authors)

First iteration (one cluster)
1. Perceptron: y = 2 864.2+18.704x

Second iteration (two clusters)
1.1. Perceptron: y = 3 238.2+337.842x
1.2. Perceptron: y = 1 962.95+30.5355x

Third iteration (four clusters)
1.1.1. First cluster

Number of observations Regression R2

17 y=4 305.258+401.6492x 0.833
1.1.2. Perceptron: y = 2 102.4+156.7485x
1.2.1. Perceptron: y = 1 472.15+95.059x
1.2.2. Perceptron: y = 936.15+44.042x

Fourth iteration (seven clusters)
1.1.2.1. Second cluster

Number of observations Regression R2

51 y = 3 067.3004+175.3168x 0.8594
1.1.2.2. Perceptron: y=171.3+74.482x
1.2.1.1. Perceptron: y=1 002.1+257.4945x
1.2.1.2. Third cluster

Number of observations Regression R2

24 y = 2 204.2446+29.0543x 0.8895
1.2.2.1. Perceptron: y x� �837 25 138 5545. .

1.2.2.2. Fourth cluster
Number of observations Regression R2

23 y = 2 810.7234+9.4134x 0.2974
Fifth iteration (ten clusters)

1.1.2.2.1. Perceptron: y = 136.1+223.9675x
1.1.2.2.2. Fifth cluster

Number of observations Regression R2

21 y = 2 234.1708+31.7977x 0.8511
1.2.1.1.1. Sixth cluster

Number of observations Regression R2

28 y = 2 846.8172-92.2809x 0.1194
1.2.1.1.2. Seventh cluster

Number of observations Regression R2

24 y = 1 939.6131+72.9646x 0.8478
1.2.2.1.1. Eighth cluster

Number of observations Regression R2

19 y = 1 030.987+137.5103x 0.9065

https://doi.org/10.48554/SDEE.2021.1.7


131Sustain. Dev. Eng. Econ. 2021, 1, 7. https://doi.org/10.48554/SDEE.2021.1.7

Rodionov, D., Alferyev, D., Klimova, Yu., Alpysbayev, K.

1.2.2.1.2. Ninth cluster
Number of observations Regression R2

26 y = 1 468.6517+38.3244x 0.8162
Sixth iteration (eleven clusters)

1.2.2.1.2.1. Tenth cluster
Number of observations Regression R2

17 y = 1 825.8237+152.8044x 0.8634
1.2.2.1.2.2. Perceptron: y = 23.4+153.024x

Seventh iteration (twelve clusters)
1.2.2.1.2.2.1. Eleventh cluster

Number of observations Regression R2

22 y = 642.3635+156.6956x 0.9308
1.2.2.1.2.2.2. Perceptron: y = 8.05+109.579x

Eight iteration (thirteen clusters)
1.2.2.1.2.2.2.1. Twelfth cluster

Number of observations Regression R2

27 y = 707.2714+109.6994x 0.7761
1.2.2.1.2.2.2.2. Thirteenth cluster

Number of observations Regression R2

21 y = 520.8359+85.6223x 0.831

Table 6 (continued)

Figure 8. GRP clustering with R&D costs (compiled by the authors)
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Table 7 The result of clustering on the example of statistical innovation activity on R&D costs (compiled 
by the authors) 

First iteration (one cluster) 
1. Perceptron: � � ��� � ������� 

Second iteration (two clusters) 
1.1. Perceptron: � � ��� � ������� 
1.2. Perceptron: � � ��� � ������� 

Third iteration (four clusters) 
1.1.1. Perceptron: � � ����� � ������� 
1.1.2. First cluster 

Number of observations Regression 𝑅𝑅� 
41 � � ������ � ������ 0.9849 

1.2.1. Second cluster 
Number of observations Regression 𝑅𝑅�

41 � � ������ � ������� 0.8712 
1.2.2. Perceptron: � � ���� � ������ 

Fourth iteration (six clusters) 
1.1.1.1. Perceptron: � � ����� � ������� 
1.1.1.2. Third cluster 

Number of observations Regression 𝑅𝑅�

Table 6 and Figure 8 present the results of modelling the clustering of regions in determining 
the relationship between the simultaneous growth of R&D costs and GRP. As in the previous ver-
sions, the algorithm showed a good result, simulating most of the dependencies at the R2 ≥ 0.8 level.
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Table 7. The result of clustering on the example of statistical innovation activity on R&D costs  
(compiled by the authors)

First iteration (one cluster)
1. Perceptron: y =4.8+0.1818x

Second iteration (two clusters)
1.1. Perceptron: y =5.9+0.1864x
1.2. Perceptron: y =2.4+0.2573x

Third iteration (four clusters)
1.1.1. Perceptron: y=5.295+0.3286x
1.1.2. First cluster

Number of observations Regression R2

41 y = 5.3453+0.181x 0.9849
1.2.1. Second cluster

Number of observations Regression R2

41 y = 3.4789+0.2323x 0.8712
1.2.2. Perceptron: y = 1.39+0,156x

Fourth iteration (six clusters)
1.1.1.1. Perceptron: y = 4.925+1.1323x
1.1.1.2. Third cluster

Number of observations Regression R2

25 y = 6.4438+0.2067x 0.8804
1.2.2.1. Fourth cluster

Number of observations Regression R2

102 y = 2.2743+0.1801x 0.9046
1.2.2.2. Perceptron: y=1.39+0,156x

Fifth iteration (eight clusters)
1.1.1.1.1. Fifth cluster

Number of observations Regression R2

20 y = 8.4344+1.1673x 0.6182
1.1.1.1.2. Perceptron: y = 1.615+0.9766x
1.2.2.2.1. Perceptron: y=0.315+0.1352x
1.2.2.2.2. Sixth cluster

Number of observations Regression R2

21 y = –1.4109+0.0685x 0.3228
Sixth iteration (ten clusters)

1.1.1.1.2.1. Seventh cluster
Number of observations Regression R2

34 y = 3.3653+0.979x 0.8472
1.1.1.1.2.2. Eighth cluster

Number of observations Regression R2

30 y = 6.6578+0.3444x 0.892
1.2.2.2.1.1. Ninth cluster

Number of observations Regression R2

25 y = 0.7996+0.1498x 0.9717
1.2.2.2.1.2. Tenth cluster

Number of observations Regression R2

51 y = 0.4622+0.0991x 0.8776
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In the last clustering, the learning rate of the weights was reduced by one order of magnitude  
(α = 0.05 → α = 0.005). The need for this procedure arises from the fact that the perceptron could not 
divide the population supplied to it as input into two parts in accordance with the condition of a suffi-
cient share of the sample and the general population. This is due to the size of the indicators involved 
in the learning for which the weights are modelled on the resulting response. For wages, per capita 
income and GRP per unit of population, the average dimension is measured in thousands of units, 
for innovation activity is measured in dozens. A possible universal way to implement the perceptron 
algorithm is to pre-normalise the data.

5. Discussion

Forecasting estimates for socio-economic systems is a complex and urgent task in view of the 
disparate behaviour of the relationships between them in the field of their representation. In contrast 
to natural systems, socio-economic patterns visually often have several variants of development. 
To some extent, this may be due to the fact that the objects of research that are identical for us are 
actually not identical. A variant of this can be territorial entities that are nominally designated as 
regions (municipalities, states, countries and other similar objects can also appear here), although, 
in fact, they are something different.

It is also worth noting here that socio-economic information is often unstable, even for iden-
tical objects, in contrast to natural science data. If we measure the mass of a body or, for example, 
its mechanical speed of movement, then we can compare it with another object using these same 
characteristics. In the case of economy, things are more complicated. Not only does the measure-
ment of certain socio-economic characteristics largely depend on the opinion of the person who 

Figure 9. Clustering innovation activity with R&D costs (compiled by the authors)
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Figure 9 Clustering innovation activity with R&D costs (compiled by the authors) 
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takes these indicators but the indicators themselves are to some extent dynamic in nature. An ex-
ample of this is a currency that, when used in a different areas, will have different purchasing pow-
er. A possible option for more accurate modelling of such processes can be quantum computing 
(Kozyrev, 2018). In one of the most recent publications in 2020, a team of authors led by Moreira 
(Moreira et al., 2020) proposed a universal scheme for modelling the decision-making process that 
allows us to reflect the irrationality of human behaviour and thinking. The complexity of modelling 
socio-economic processes and the inefficient use of existing mathematical methods in relation to 
them is shown in the work of Martínez-Martínez (2014). An alternative solution to them is quantum 
computing.

The use of the perceptron model in this work allowed us to divide the studied population in 
a universal manner in accordance with the behaviour of the dynamics of three different indicators 
of the socio-economic well-being of citizens in response to changes in the R&D cost amount. In 
general, the trend in all four metrics (salary, per capita income, GRP and innovation activity) with 
an increase in the amount of spending on science can be described as positive, however, it manifests 
itself differently in different regions. For some it is faster, for some it is slower.

The final linear regression models have a high coefficient R2 , greater than 0.8, which, in 
accordance with established econometric practice, is a good result that can be used in applied man-
agement activities. At the same time, in the future, the model proposed in this paper will have the 
potential for improvement in the form of connecting a variation of the genetic algorithm to it when 
choosing the best possible clustering option. The linear regression model can also be replaced with 
a function that more closely approximates the actual data: exponential trend, if there is an acceler-
ation of the dynamics of the process under study; logarithmic, if there is a damping; trigonometric, 
if there are static fluctuations.

Modelling the impact of investments in science is an important component for planning the 
qualitative development of human society because science constitutes the ‘spark of ignition’ when 
creating new technologies or innovations. The forecast of the response and return from it would 
allow us to invest into various branches of knowledge with the greatest efficiency in order to obtain 
the best result at the end. In addition, it becomes possible to take a more selective approach to the 
management of individual territories in the entire totality of the controlled system in order to imple-
ment socially significant economic effects in a manner that is sustainable for them in the long term.

6. Conclusion

In accordance with the set goal, it can be concluded that the algorithm proposed in the study, 
based on the perceptron model, allows us to successfully cluster territorial objects for purposes of 
further modelling of correct dependencies of the socio-economic metrics found in them. Amongst the 
positive features of the proposed algorithm, it is worth noting its universality.

Furthermore, in this study, we obtained the following results:
The results of earlier research in the direction of clustering of territorial objects were gener-

alised and systematised. This allowed us to identify aspects such as: 1) the lack of universal cluster 
analysis methods for territories and the fact that their grouping is based on the specifics of industry 
clusters located on them and large industrial facilities; 2) the main tools used in such studies con-
stitute different variations of correlation analysis, which does not give unambiguous answers with 
different types of information being studied.
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The clustering algorithm based on the application of the perceptron model allowed us to divide 
the data set under study in such a way that we could model monotonically increasing or decreasing 
dependencies inside them.

The use of the developed algorithm successfully proved itself when tested on Rosstat statistical 
data on investments in R&D, wages and average per capita income, GRP and innovation activity. The 
experiment provided a good result, confirmed by the majority of finite linear regression models with 
a determination coefficient of 0.8 units and higher.

The models constructed in the work can be used within specific territories of Russia, allowing 
for the adjustment of the growth of wages and average per capita income of the population, GRP and 
innovation activity of companies in accordance with the monetary investments in science in these 
regional subjects.

The universality of the algorithm can be successfully applied in the construction of other func-
tional dependencies of socio-economic indicators and for administrative territories of other countries.

One further development of this study could focus on the technical side and be expressed in 
the refinement of the clustering algorithm via the introduction of a genetic algorithm and the building 
of more accurate final models based on the data included in the final clusters. Also, another develop-
ment of the study could focus on the managerial side to determine the most favourable regions of the 
entire study population, represented by the territorial landscape of Russia, for purposes of scientific 
component development from which the best response to the growth of the well-being of the citizens 
living in these regions could be extracted.

The tools developed and used in this work can also be applied, using analogy, to other territo-
rial entities.
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